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Abstract — Sentiment analysis, also known as opinion mining, has 

become ubiquitous in our society, with applications in online 

searching, computer vision, image understanding, artificial 

intelligence and marketing communications. In this paper, is 

described an unsupervised automatic method of multilingual 

lexicon-based sentiment analysis algorithm, with a dictionary-

based approach. The developed algorithm was tested in the 

sentiment analysis of users' publications on a digital tourism 

platform. The results obtained demonstrate the efficiency of the 

solution, which presents a high accuracy in the classification of 

publications in four different languages. 
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I.  INTRODUCTION 

In decision-making, the human being tends to give great 
importance to what those who relates to him think and feel, 
both in the personal and professional fields [1, 2]. Other 
opinions not only help people make informed decisions, but 
also increases organizations knowledge, helping them in the 
decision-making process [3]. Knowing customer opinions, 
attitudes and emotions regarding to products and services 
offered, helps organizations to understand the degree of their 
customers satisfaction, which is of great importance for the 
decision-making process, allowing them to anticipate or change 
their commercial strategies, as well as adapt to the evolution of 
the market and their needs. This fact, combined with the 
increasing use of digital technologies in the relationship 
between customers and companies, has stimulated a great 
amount of research aimed the automated classification of the 
sentiments subjectively expressed in customers review and 
opinion texts. For the organizations, sentiment analysis is of 
great relevance in different areas, such us: analysis of 
consumer buying patterns [4, 5]; collecting customer feedback 
on social media, websites or online forms [6]; obtaining 
knowledge about the stimuli that create the greatest impact on 
people [7]; understanding the factors that motivate people to 
like a product or service [8]; conducting research market [9]; 
categorizing customer service requests; predicting consumer 
behavior, among others [10]. 

A. Sentiment Analysis 

Sentiment analysis has become ubiquitous in our society, 
with applications in online searching, computer vision, image 
understanding, artificial intelligence and marketing 

communications [11]. Also known as opinion mining, 
sentiment analysis, is a textual and visual information 
classification automated process of detecting, extracting and 
classifying opinions, according to the data polarity (positive, 
negative and neutral) [12, 13] but also on sentiments and 
emotions (angry, happy, sad, etc.), urgency (urgent, not urgent) 
and even intentions (interested v. not interested). 

It is used to determine the emotional value expressed in a 
set of words or in a text, obtaining an understanding of 
opinions and emotions for subjective texts, mainly related to 
consumer’s reviews on products and services. Sentiments are 
classified into positive, and negative sentiments, and neutral, in 
situations with no sentiments involved. Sentimental analysis is 
a research field in machine learning (ML), natural language 
processing (NLP) and computational linguistics, which 
involves three major levels, which determines the tasks 
required for the process – word level, sentence level, and 
document level, where the word level is the most complex one 
given the difficulty in carrying out the analysis, whereas the 
analysis is simpler at the sentence and document levels [14]. 

The most popular types of sentiment analysis are: 

• Fine-grained sentiment analysis: when the polarity 
precision is important, it is considered the expansion of 
the polarity categories to include, for instance, very 
positive, positive, neutral, negative, and very negative. 

• Emotion detection: aims to detect emotions, like 
happiness, frustration, anger, and sadness. 

• Aspect-based sentiment analysis: when it is important 
to know the aspects or characteristics on which an 
assessment is made or a positive, neutral or negative 
opinion is issued. 

• Multilingual sentiment analysis: usually more difficult 
to implement, since it involves a lot of preprocessing 
and resources, some available online (e.g. sentiment 
lexicons), while others need to be created (e.g. 
translated corpora or noise detection algorithms), 

A sentiment analysis process can be structured in five main 
procedures: 

• Data extraction: Sometimes the data record accessed is 
very large, disorganized and disintegrated. The 



opinions and sentiments expressed in the texts are 
expressed in different ways, varying in detail, in the 
type of vocabulary and language, and may also present 
slang terms. Manual analysis becomes not only a time-
consuming but also a tedious task and can also lead to 
errors inherent to human intervention. This procedure 
aims to extract data from one or more sources, creating 
a dataset that can be computationally analyzed. 

• Pre-processing: Several data cleaning techniques are 
applied to prepare the dataset for efficient 
computational analysis, such as: identification and 
elimination of the non-text content and irrelevant 
information. 

• Sentiment detection: Carried out at different levels 
(word, sentence level, and document) with commonly 
used techniques, such as: Unigrams, N-Grams, 
Lemmas, Negation and Opinion words [15]. 

• Sentiment classification: Through the segmentation of 
subjective information into classification groups, the 
respective polarity is classified. Classification groups 
are generally represented at two extreme points on a 
continuum and may also involve several categories 
(refined sentiment analysis). 

• Polarity report: The results of a sentiment analysis 
approach can be displayed in several conventional 
ways, being the most common the graphical 
representation, using colors, frequencies, percentages, 
and size to segment polarity. 

B. Sentiment Analysis Applications 

The interest in sentiment analysis research has been 
increasing tremendously in recent years, due to a wide range of 
business and social applications in human-centric 
environments. Text categorization according to affective 
relevance and opinion exploration for business and social 
behavior analysis are some of the application areas of 
sentiment analysis [16, 17]. In the business area, brand 
monitoring and reputation management, market research, 
product analytics and customer voice analysis, are some of 
applications of sentiment analysis.  

Sentiment analysis systems also have an important potential 
role as enabling technologies for other systems [18], such as 
recommendation systems [19, 20], since it might endow him 
with the ability to not recommend products or services that 
receive a lot of negative opinions.  

C.  Machine Learning Sentiment Analysis 

In a sentiment analysis process, the main applied 
techniques are machine learning and lexicon-based approaches, 
where the classification task is made using, respectively, 
supervised machine learning or semantic-based unsupervised 
methods. 

Machine learning is a subset of artificial intelligence, which 
uses computerized techniques to solve problems based on 
historical data and information without having to modify the 
core process [21]. Machine Learning approach can be 
categorized into supervised and unsupervised learning [22]. 

While supervised learning can be defined as the process of 
learning from already known/labeled data to generate initially a 
model and further predict target class for the particular data 
[22, 23], unsupervised learning can be defined as the process of 
learning from unlabeled to discriminate the provided input data 
[22]. 

Fig. 1 illustrates a sentiment analysis solution based on a 
supervised machine learning approach. 

 

 

Figure 1. Supervised machine learning sentiment analysis 

For the extraction of features, the text is converted into the 
feature vector with the help of the data-driven approach. Each 
sentence is examined for its subjectivity, maintaining only 
those that present subjective expressions, while those that 
convey facts and objective communication being discarded. 
One way to avoid the high-dimensional input spaces is to 
assume that only a few features are relevant and necessary for 
the task. Feature selection tries to exclude all irrelevant 
features. However, in text categorization this can easily lead to 
a loss of information since there are often many relevant 
features [24]. 

There are several techniques and machine learning 
algorithms used in training models to carry out sentiment 
analysis, among which are: 

1) Naïve Bayes Classifiers 
A family of "probabilistic classifiers" based on the 

application of Bayes' theorem with strong assumptions of 
independence between features. Despite belonging to the group 
of the simplest Bayesian network models [22], when together 
with the estimate of the kernel density, they can reach higher 
levels of accuracy [22, 23]. Naive Bayes sentiment 
classification technique uses the Naive Bayes theorem, defined 
by  

𝑃(𝐶|𝑋) =  
𝑃(𝑋|𝐶) . 𝑃(𝐶)

𝑃(𝑋)
 , (1) 



where X denotes de document to analyze and C the class 
(positive or negative).  

In a Naïve Bayes classifier is assumed that the fact that the 
probability of a word in the document is in a certain category is 
not related to the probability of the other words being in the 
same category. In this technique, the classification of a 
document is carried out in four stages. While in the first step, 
the data set is converted into a frequency table, in the second 
the PRIOR is calculated, using the formula 𝑃(𝐶) =  𝑁𝑐 𝑁⁄ , 
where 𝑃(𝐶) is the class probability, 𝑁𝑐 is the total count of a 
particular class in the training dataset and 𝑁 is the total class 
count in the training dataset. In the third step, the conditional 
probability, i.e. the likelihood, of each attribute of the word is 
calculated. In the last step, is calculated the posteriori 
probability, using the formula: 

𝐶𝑚𝑎𝑝 = argmax 𝑃(𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑛) . 𝑃(𝐶). (2) 

2) Logistic Regression 
Logistic Regression, similar to linear regression, can be 

applied to classification problems assuming that the objective 
variable is a discrete value. The Logistic Regression model 
uses a sigmoid flattening function that describes a model 
prediction as the probability   that a given entry 𝑥 belongs to 
one of the classes of 𝑦. The logistical function is given by: 

𝜎 =  
1

1 + 𝑒− 𝑥
  , (3) 

where  is a weighting constant. 

The general principle of a logistic classifier is the 
minimization of an error function 𝐸, over a maximum number 
of iterations or until the function's convergence is reached. The 
error is given by: 

𝐸(𝑤, 𝑏) =  
1

𝑁
∑ 𝐿 (𝑦(𝑖) , 𝜎(𝑥𝑖)) + 𝛼. 𝑅(𝑤)

𝑁

𝑖=1

(4) 

where 𝑁 is the total number of records, 𝐿 is the classifier 
loss function, 𝜎(𝑥) is the probability function given by 𝜎(𝑥) =
𝑤𝑇 . 𝑥 + 𝑏 (where 𝑤 is the vector of parameters and 𝑏 the linear 
coefficient), 𝛼  is a non-negative constant and 𝑅  is the 
regularization term defined by the penalty function. 

3) Support Vector Machine Classifier 
Considered the most accurate text classifier, the Support 

Vector Machines classifier finds a hyperplane which separates 
the data into two categories, i.e. positive or negative, with the 
maximized margin [24]. The name of this technique comes 
from the fact that it is used a support vector, which is an array 
of data points, used to find out the boundary of each plane. The 
classifier classifies a new input, predicting in which side of the 
margin it belongs. 

D.  Semantic-based Sentiment Analysis 

The semantic-based sentiment analysis approach can be 
divided into two types of techniques, designated corpus-based, 
and dictionary/lexicon/knowledge-based. 

1) Corpus-based Semantic Analysis 

The corpus-based semantic orientation approach requires a 
large set of data to detect the polarity of terms and, 
consequently, the overall sentiment translated in the text. The 
main problem with this approach is its dependence on the 
polarity of terms in the training corpus [25]. Despite this 
limitation, its simplicity has enhanced its use in several 
proposals for the analysis of feelings [26, 27, 28]. 

In a first phase, the corpus-based semantic orientation 
approach extracts the feeling terms from the unstructured text, 
calculating the respective polarities. Most terms that convey 
sentiment are multi-word features, instead a bag-of-words, 
which limits their use. 

 

2) Lexicon-based Semantic Analysis 
The lexicon-based semantic orientation approach, also 

known as dictionary or knowledge-based, aims calculating 
orientation for a document from the semantic orientation of 
words or phrases in the document [29]. Being an unsupervised 
approach, it does not require prior training to explore the data. 
It uses a predefined list of words, where each word is 
associated with a specific sentiment, based on positive and 
negative word count [30]. Lexicon-based strategies are very 
simple and efficient methods, either in the use of computational 
resources or in the ability to predict. Each solution is created 
according to the context in which it will be applied.  

This approach does not require labeled data, but implies the 
construction of a dictionary, which can be created manually 
[31] or automatically, using seed words to expand the list of 
words [29, 32]. One of the main challenges of this approach is 
the construction of a comprehensive lexical dictionary, which 
is not a simple task since it is necessary to consider the 
application contexts, which makes difficult to use a unique and 
board lexicon. On the other hand, and considering the analysis 
of publications or comments on Social Networks as an 
objective, the large volume of textual content produced on the 
Web daily, combined with the variability of the language used, 
ranging from extremely formal to too informal, often 
containing slang, represents an added difficulty. 

In a lexicon-based approach, the first step is to create a 
dictionary by compiling a list of adjectives and verbs and their 
respective values of semantic orientation (positive, neutral and 
negative). Subsequently, from the document from which it is 
intended to classify the associated sentiment, and according to 
the dictionary built in the previous step, all adjectives and verbs 
in it are extracted and classified. The overall sentiment of the 
text is obtained by aggregating the classifications obtained for 
each adjective and verb. 

It is important to note that, in the case of lexical 
approaches, a pre-processing step on the textual content treated 
is essential. As mentioned before, the extraction of relevant 
information about the text is essential for later textual and 
sentiment analysis. This is particularly important given that the 
change in the grammatical characteristic of a word can change 
the meaning and intensity of the sentiment involved in it. 
Another important pre-processing technique in a sentiment 
analysis approach is text segmentation (tokenization), whose 
goal is to transform the text into a set of terms extracted from 
the texts (tokens), both at the word and phrase level. Other pre-



processing techniques are also extremely important in lexical 
approaches such as stemming, stop words removal, and 
uppercase and lowercase letters transformation. 

II. METHODOLOGY 

 In this paper, is described an unsupervised automatic 
method of multilingual lexicon-based sentiment analysis 
algorithm, where is used a dictionary-based approach. This 
approach consists of using a predefined lexicon that contains 
positive and negative words. The frequencies of the words 
extracted from each of the texts to classify are calculated to be 
possible to score the global sentiment of each text in the data 

set. 

The developed algorithm aims to classify the sentiments or 
opinions of digital platforms users, by analyzing their 
publications and comments. To test the developed algorithm, 
data from the cultural and social information system named 
Cuscarias, a digital platform based on the concepts of co-
experience and co-creation, which is accessible to users 
through a mobile device [29]. This information system allows 
the worldwide creation of as many Cuscarias as desired, where 
each one identifies a touristic point of interest, such as a place, 
a monument, an event, among others.  

The core architecture of the proposed approach is illustrated 
in Fig. 2.  

Figure 2. Architecture of the proposed solution 

III. PROPOSED APPROACH 

To implement the proposed algorithm, it was used the 
Python programming language, where the possibility of 
importing modules facilitates and simplifies the evocation of 
methods to be used. The solution architecture follows a file 

organization made up of 5 Python files – API_sentiment, 
Cron_sentiment, EN_sentiment, PT_sentiment, and Translation 
– and a text file, corresponding to the dataset used in the 
sentiment analysis of Portuguese publications (or comments). 

A. Data Set Description 

As previously mentioned, in this work we are focus in the 
data stored in the Cuscarias cultural and social information 
system, so the data set it's built from the comments recorded 
for each of the existing Cuscarias.  

For the connection to the database of the information 
system and collection of the publications of its users, was 
imported the module mysql.connector, enabling the invocation 
of the connector method to configure the connection to the 
MySQL database, as well as the use of the cursor object, which 
stores the return of a query to the database. 

B. Multilingual Lexicon-Based Sentiment Analysis 

The proposed approach considers publications (or 
comments) in different languages. Thus, a detection of the 
language of the text to be processed is carried out by applying 
the respective sentiment classification method. Language 
detection is performed using the detect method, defined in the 
language-detection Python library langdetect. 

Sentiment Analysis for Portuguese texts 

For the sentiment classification of a text written in 
Portuguese, we used the dataset OpLexicon, a data structure 
with the polarities of adjectives and verbs used in the 
Portuguese language, with more than 32000 entries. It was 
created a dictionary with the keywords and respective 
polarities, considering the value -1 for negative polarity, 0 for 
neutral polarity and 1 for positive polarity.  

(1) Text pre-Processing 

After extracting publications from users of the Cuscarias 
platform, pre-processing techniques are applied to prepare de 
texts for the sentiment features extraction and selection, such as 
the elimination of non-relevant and non-text information and 
the case transformation. 

(2) Sentiment features extraction and selection 

For sentiment identification and extraction, nouns, 
adjectives, verbs and adverbs are identified, for later 
classification. 

(3) Sentiment classification 

The classification of the sentiment of the text, 
corresponding to a publication, is performed by adding the 
polarity values of each word in the text. For this purpose, it is 
checked whether each word in the text has an assigned polarity, 
according to the dictionary created. The polarity of the text is 
determined by adding the polarities of the words that belong to 
the dictionary. The analysis carried out considers the text 
syntax, where words that deny statements are considered. In 
the Portuguese language, the presence of a comma changes the 
meaning of the text, which must also be considered. The 
created algorithm considers the negation “não” (“no”), 
performing a verification of its existence after the sum of the 
text's polarity has been performed. This verification aims to 



change the value of the polarity of the adjective, verb, noun or 
adverb to which the negation refers, and if the polarity of the 
sentiment feature is positive, it changes its polarity to negative, 
if it is negative, it changes to neutral polarity.  

The algorithm also considers the position of the sentiment 
feature, in relation to the one that affects it, which may not be 
adjacent. The presence of a comma can influence the final 
polarity of an expression. See the example "Não é bom” (“Not 
good”), whose polarity is negative, where the introduction of a 
comma after the negation “Não, é bom” (No, it's good), 
changes the polarity to positive. 

Sentiment Analysis for English texts 

In calculating the polarity of texts in English, the TextBlob 
text processing library was used, through which it is possible to 
determine the polarity and subjectivity of a text. The sentence 
construction in the English language is not as complex nor 
enjoys as much variability as in the Portuguese language, 
which means that the algorithm has a lower number of 
exceptions.  

Sentiment Analysis for texts in another languages  

To enable the sentiment classification in publications, 
written in other languages than Portuguese or English, it was 
decided to translate them into English, using the Python library 
googletrans. 

C. Multilingual Lexicon-Based Sentiment Analysis 

Automatization 

To perform the sentiment analysis of user’s publications 
and comments in an automated way, the solution implemented 
consists of using a cron, defining the action to be performed, 
and the day and time when it should be performed. This 
approach has as main objective to eliminate the possible 
security flaws in the access to the server, which would arise 
from the need to assign special permissions to the service that 
runs PHP (the language used in the construction of the 
webservice for the Cuscarias information system [33]). For 
this, the Python schedule module was imported, which allows 
running periodicity functions for one or more processes. In the 
case of the proposed solution, a function is invoked every 
minute that, through a query to the information system 
database, collects comments and publications without 
associated sentiments. With the results obtained, each 
publication is analyzed, starting with the identification of the 
language in which it was written. Once the language is known, 
the function responsible for the sentiment analysis of the text is 
invoked, returning its polarity. Once the sentiment polarity is 
known, the sentiment field in the database is updated. 

IV.  RESULTS AND DISCUSSION 

This section presents and discusses the results obtained by 
the developed algorithm. Examples of the results obtained in 
the sentiment analysis of publications in Portuguese and 
English languages are presented.  

Table 1 shows three comments in Portuguese, and the 
respective texts after the pre-processing process, which present 
only the information relevant to the sentiment analysis. Table 2 
presents the results of the proposed sentiment analysis 

algorithm, in which the polarities of words, or groups of words, 
in the text are observed, as well as the text global polarity, 
which corresponds to the sentiment classification the of 
publication.  

Tables 3 and 4 presents three comments in English, the pre-
processing text results, and the sentiment classification the of 
each publication. Note that, in the case of the last text, the 
sentiment of the publication is classified as neutral, which does 
not correspond to its correct classification. This is due the 
algorithm does not have the capacity to classify the term "don't 
agree" as positive. This is because the algorithm is unable to 
classify the term "disagree" as positive. The disagreement with 
something is not easy to classify, as it depends on the polarity 
of the sentiment on which the assessment is made. 

TABLE I. Pre-processing of Portuguese text. 
Original text Pre-processed text 

Este restaurante tem uma vista muito 
bonita e uma comida maravilhosa 
mas é muito caro  
 
This restaurant has a very beautiful 
view and a wonderful food but is very 
expensive 

Este restaurante tem uma vista muito 
bonita e uma comida maravilhosa 
mas é muito caro  
 
This restaurant has a very beautiful 
view and a wonderful food but is very 
expensive 

Não, não penso que seja de voltar a 
este lugar  
 
No, I do not think we should return to 
this place 

Não, não penso que seja de voltar a 
este lugar  
 
No, I do not think we should return to 
this place 

Não, este monumento é muito bonito 
 
No, this monument is very pretty 

Não, este monumento é muito bonito 
 
No, this monument is very pretty  

 
TABLE II. Sentiment classification for texts in TABLE I. 

Pre-processed text Polarity Value 

restaurante vista muito bonita (1) 

comida maravilhosa (1) muito caro (-1) 
 

restaurant very beautiful (1) view 

wonderful (1) food very expensive (-1) 

1 

não penso (-1) voltar lugar 
 

do not think (-1) return place 

-1 

monumento muito bonito (1) 
 

monument very pretty (1) 

1 

 

TABLE III. Pre-processing of English text. 
Original text Pre-processed text 

This is a great place, with a 
wonderful view  

This is a great place, with a 
wonderful view  

Not a very nice hotel. The bedroom 

was very tiny but the breakfast was 
very good 

Not a very nice hotel. The bedroom 

was very tiny but the breakfast was 
very good 

No, I don't agree. Paris is a beautiful 

city 

No, I don't agree. Paris is a beautiful 

city 

 

TABLE IV. Sentiment classification for texts in TABLE II. 
Pre-processed text Polarity Value 

great (1) place wonderful (1) view  2 

Not nice (-1) hotel bedroom tiny (-1) 

breakfast good (1) 
-1 

don't agree (-1) Paris beautiful (1) city 0 

 



The performance of the algorithm was evaluated on a 
dataset of 2,100 publications in Portuguese, 1,450 in English, 
and 820 in different languages (Spanish and French), with an 
accuracy in the sentiment classification of 87% in the case of 
publications in Portuguese, 92 % for publications in English, 
and 72% and 79% for publications in Spanish and French, 
respectively. 

V. CONCLUSIONS 

In this paper, was described an unsupervised automatic 
method of multilingual lexicon-based sentiment analysis 
algorithm, with a dictionary-based approach. The architecture 
of the proposed solution consists of three main levels, being the 
first for the pre-processing of the texts to be analyzed and 
classified, the second for sentiment identification and 
extraction, using the dictionaries corresponding to the language 
in which the texts are written, and the third for the 
classification of the identified sentiments and the calculation of 
the global polarity of the expressed sentiment. The 
implemented solution was tested in the analysis of user’s 
publications in a digital tourism platform, written in four 
different languages, showing a high accuracy for sentiment 
classification.  

The proposed method, however, is heavily dependent on 
the syntactic structure and semantic context of the text 
analyzed and may thus be inaccurate in its conclusions, 
especially due to possible plural significates in the lexicon 
used, so the authors propose that further work should be done 
with an approach based on deep-learning methods pre-trained 
with datasets that should be context specific for the location of 
the Cuscarias text collection points.  
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